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Abstract -
Digital 3D environments are already integral parts of con-

struction and are on the critical path of end-to-end site au-
tonomy. They currently provide human users at all levels
of an organisation, access to relevant digital representations
of job-critical information at various lifecycle modes, from
asset design through to asset maintenance. However, exist-
ing solutions lack the real-time functionality, suitable model
resolution and machine interfaces which open the door to
realising operational improvements from these models. This
work proposes a method and proof of concept that enables
high-fidelity, real-time 3D modelling of asset construction
phase operations using Photogrammetry, Terrain Deforma-
tion and Plant Telematics / IoT. This will create a digital
twin to act as a platform to facilitate machine automation,
which is imperative to catalyse and drive adoption of automa-
tion and autonomy in construction. Initially and specifically
seeking to facilitate Connected Autonomous Plant (CAP) for
earth-moving operations, the work will also give rise to other
monitoring, safety, environmental and efficiency benefits, but
also be extensible to other site automation tasks.
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1 Introduction
Enabling the autonomous future should be a priority for

companies to super-charge profitability and safeguard fu-
tures. Companies are increasingly reliant on technology-
based differentiators to win work, and this will only in-
crease as the remit, quality and abstracted nature of tech-
nology solutions increases. We have seen that technol-
ogy companies have a history of creating new markets
and facilitate creation of entirely new business verticals
due to radical innovation. Technology native businesses
pose a significant risk to incumbent businesses [1] and
as such, incumbents need to own differentiated solutions
to overcome incumbent inertia and allow them to grow
market-share whilst also defending against faster moving
new entrants and competition. At a higher level, this

work is a response to the ever present demand for safer,
faster, better, smarter construction project delivery at less
cost, but more granularly, the recent maturity of various
technologies which will be discussed and combined to fa-
cilitate a subset of autonomy and automation specifically
relating to construction Plant and its application within
earth-moving. Earth-moving plant presents a good can-
didate for automation and autonomy due to the scale and
repetitive nature of work however it does present unique
challenges that differentiate it frommanufacturing or auto-
motive automation and autonomy technologies which can
be consideredmoremature [2, 3]. This is alsowhy thus far,
extensive applications of autonomous earth-moving have
been limited to the mining industry, having less change-
able haul routes and far less on-site personnel they are both
easier and safer environments. Not only must a vehicle in
construction interpret and understand its environment, it
must understand and be reactive to the dynamic nature of
construction sites, as well as have the facility to manip-
ulate and alter the environment based on a given design
and specification. Through the lens of Singh [4] there
are three aspects to an operational autonomous machine
of which regular reference will be made throughout this
paper, sense, plan and execute.

Figure 1. Method Diagram
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To that end, this work contributes a method as well as
a review of adjacent technologies required to enable the
method, and can be seen as a early stage presentation of a
much larger investigation which is notable in that the con-
clusion does not draw on any discrete data. As indicated
in Figure 1, the higher level concept is for a telematics
integrated, real-time 3D environment that deforms upon
interaction by plant that can not only act as the bridge
between design and as-built, communicating visually to
project stakeholders, but specifically to earth-moving ma-
chines acting in semi and fully autonomous capacity too,
giving autonomous machines access to detailed informa-
tion about their environment, and other agents within it.
This will also provide the interface to disseminate com-
mands to machines, as well as acting as a central data
platform for visualising and manipulating real-time 3D
data.

2 The Contribution
BIM uses 3D to help inform decision making for stake-

holders, whilst manufacturers provide machine control to
assist plant operators. This work proposes that DTMs
can be combined with plant telematics thus creating a
bridge between the aforementioned, a digital twin or Real-
time Operating EnvironmentModel (ROEM) that can ulti-
mately result in fleets of autonomous vehicles completing
tasks efficiently. Themethod to be described here theorises
that a digital twin can be used to facilitate autonomous
plant by bolstering all three facets of Singh’s [4] sense,
plan, execute philosophy by creating a two-way relation-
ship between intended design, and operational autonomy.
The novelty in this method is the combination of local-
sensors which are the commonly referred to environment
sensing strategy from Singh [5] with non-local and pooled
(drawn from multiple sources) sensing, combined with a
DTM that can deform based on the interaction therein of
accurately simulated plant in real-time (from telematics /
IoT). Other contributions are secondary and are outlined
outlined in section 3.

2.1 The purpose of digital 3D visualisations

Graphical processing and 3D environments are not triv-
ial and present various challenges relating to implementa-
tion, so why use them, especially if the primary purpose
of this work is to facilitate machine control?

3D World In order for machines to execute an activity
within their environment (carry out autonomous work),
theymust first sense their environment and plan the activity
based upon it. It follows that having an accurate digital
3D representation of an environment can enable machines
to understand it, as it is in reality.

Human Control Secondly, while humans remain pri-
mary stakeholders and beneficiaries of construction, and
also while they are universally accepted to be in direct con-
trol of construction (this will change), they will continue
to have a vested interest in acquiring increasingly accurate
information from which to generate insight for decision-
making. It follows that an accessible 3D environment is a
correct method communicate in construction.

3 Use Cases
3.1 Enabling Plant Autonomy

The primary focus of this work is using Digital Twin for
facilitation of Autonomous Plant. The benefits and rea-
sons to automate are not new and are widely researched
within construction. Paulson [6] indicates the prerequisite
technologies and the potential of borrowing from more
automation-mature industries like manufacturing in 1985
with further work by Skibniewski [7] indicating progress
to date, largely validating Paulson’s foresight and further
in Singh 1997 [4] where the slow uptake is indicated but
with acceleration being identified as a result of progress
in safety critical applications in Space and Nuclear out-
weighing the potential economic drivers in construction.
Most recently, a study by National Highways indicated
£200Bn in potential productivity benefits by realising ef-
fective plant autonomy by 2040 [8].

3.2 Earth-moving Optimization

Having an operational environment tracking precise
movements of plant and their interactions with the envi-
ronment means that we can quickly build up a significant
database about the efficiency of the current operation of
earth-moving vehicles, but also compare between projects,
use transfer learning to incorporate existing models, and
most importantly provide a more comprehensive ability
to simulate and optimize earth-moving operations. There
are many existing models that are useful to study in this
area. However, as identified by both Moselhi and Al-
shibani [9] and more recently by Louis and Dunston [2],
they do not support the dynamic changing nature of real-
world operations, nor do they have the facility to optimize
in real-time. The environment to be outlined helps facili-
tate this and should assist developments in Reinforcement
Learning (RL) based optimisation techniques such as ex-
plored by Shitole et al. [10] where an RL agent dictates an
approximately optimal policy that can be enhanced with
real-world data and then disseminated to autonomous plant
to execute the task.

3.3 Monitoring

A real-time 3D environment presents a useful solution
to both operational and strategic leaders, showing changes

146



38Cℎ International Symposium on Automation and Robotics in Construction (ISARC 2021)

to a site as they occur and enabling time-critical decision
making. An example use case for this is as-built monitor-
ing, we should be able to automatically identify when an
earth volume has been correctly graded thus saving sig-
nificant manual survey time. This is explored further by
Anwar et al. [11]. Additionally to this, similar to the inten-
tions ofWang and Cho [12], real-time 3D digital twins can
be used to give plant operators an additional perspective
of their machine and surrounding environment.

3.4 Safety

Construction remains one of the most dangerous indus-
tries in the UK and the top priority for construction firms.
Accounting for 27% of workplace fatalities in 20/21, and
further, 18% of fatalities involving being struck by a mov-
ing vehicle [13]. Having a connected site enabled by,
for example, wearable IoT positioning locators, integrated
into a real-time 3D environment gives rise to a number
of safety benefits such as automated proximity detection
between machines and humans. This use case builds on
design and planning phase safety improvements from 3D
Environments (BIM), previously largely targeting fall from
height injury and fatality by Zhang et al. [14] into more
operational, real-time safety advances as seen in Teizer
et al. [15]. Utilising autonomous plant as in 3.1 also fur-
ther adds to the safety benefit by removing operatives from
harm’s way enitrely.

4 DTM Capture

In this section we discuss sensors, capture methods and
context relating to capturing a DTM. From first principals,
the basic requirement for the foundation of this method is
to create an accurate digital representation of an environ-
ment fromwhich we can measure, manipulate and predict.
These environmentmodels have various nomenclature and
are often used interchangeably however the following is
generally understood from Li et Al [16], Digital Terrain
Model (DTM) is the all-encompassing term for digitally
representing a physical environment including surface fea-
tures whereas, Digital Elevation Models (DEM) and Dig-
ital Surface Models (DSM) are a subsets indicating bare-
earth. Various hardware is available for collecting 3D
data at varying levels of maturity. For the purpose of this
method, we are primarily considering exterior modelling
across larger geographies although the techniques still ap-
ply for internal building modelling. UAV is the primary
collection method with other methods identified to aug-
ment the UAV base model with delta changes and increase
the real-time nature of collected data.

4.1 Sensors
4.1.1 Photogrammetry

Photogrammetry is the process of using images to gener-
ate information about objects and environments. Initially
used for mapping objects, it has become more widely used
to map larger objects and environments (DTMs) as collec-
tion methods have improved and computer systems have
become more capable of handling large amounts of data.
This is of particular note because the benefits possible
from automation of earth-moving are compounded with
larger work areas and as such the ability to map large areas
is important for a successful outcome. Photogrammetry
creates a higher resolution DTM and is also beneficial be-
cause it uses the visible light spectrum and as such, accu-
rate color data is also captured, important for representing
the environment to both humans andmachines fromwhich
further context about an environment can be understood,
deducing materials for example using techniques as iden-
tified by Rashidi et Al. [17] or surface terramechanics as
demonstrated by Bretar et Al [18].

4.1.2 LiDAR

LiDAR (Light detection and ranging) uses lasers to di-
rectlymeasure distances fromwhichDEMs can be created.
LiDAR has lower absolute accuracy and by default does
not enable a coloured point-cloud (although they can be
coloured in post-processing by using traditional coloured
digital maps). The technology can provide a better result
when the survey area hasmoderate levels of foliage as light
pulses can penetrate gaps in and around foliage, thus reach-
ing ground-level and producing a more complete DTM. It
is most commonly therefore used in a forestry setting for
canopy height mapping, and is less commonly found on a
construction site vs. Photogrammetry.

4.1.3 Combining LiDAR and Photogrammetry

Using a hybrid approach and merging the two tech-
niques has been done and can attain an optimal model for
certain use-cases, see [19] or [20] where two respective
data sets are combined to create a single resultant DTM,
although unless the site has moderately dense vegetation,
the additional payload weight of suitable LiDAR scanner
is not worth the reduced flight range. It is also noted that
although it has been done, there is a literature gap in simul-
taneous capture of Photogrammetry data and LiDAR data
using a dual gimbal of which the method to be described
here would use.

4.1.4 Radar

Radar (Radio detection and ranging) uses radio waves
in a similar strategy to LiDAR but is not to the same extent
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vulnerable to poor lighting and weather conditions which
makes it an attractive candidate for use on a construction
site. It is currently less commonly found due to the sparse
point clouds it generates due to low spatial resolution and
specularity, although a recent technique by Qian et al. [21]
appear to increase point-cloud density, although still far
from the density and overall quality of both LiDAR and
Photogrammetry.

4.2 Platforms
4.2.1 UAVs

UAVs are the primary way in which 3D Data is col-
lected today, principally using structure-from-motion pho-
togrammetry as described above. It is the collection of data
points across a wide range of different locations at a given
altitude above ground that makes it well suited. Due to re-
cent advances in battery technology UAVs have improved
greatly in the past 5 years with many consumer and more
advanced commercial solutions being developed with in-
creased range, payload capacity and control system quality
which has made them the obvious choice for surveyors.

Autonomy The primary challenge of site use of UAVs
through the lens of this framework is the supervised nature
of their operation which is prohibitive to high-frequency
operation. The process currently requires manual setup
and calibration of Ground Control Points (GCPs) or Real-
time kinematic (RtK) base-stations to yield the centimeter
precision needed for accurate surveying, combined with
the need for a pilot to be physically located on the site to
fly and have visual line of sight to the aircraft and also to
change the aircraft battery means that remote piloting and
autonomous recharging solutions need to be in place and
aligned with the regulator. Notable attempts at overcom-
ing this are power-tethered design in [22] or ground task
automation designs proposed in [23]

Sortie Frequency The frequency of airborne scans be
increased to reduce delta drift in the environment, however
it is noted that sorties are best conducted when site activity
is minimal to reduce unwanted artifacts arising from active
operations. A combination of telematics, machine learn-
ing and diffs between sorties can be considered to filter out
plant and other unwanted dynamic artifacts from images
and would allow continuous sorties and data capture.

4.2.2 Static

Static hardware can also be used to assist with DTM
capture, for example Wang in 2015 [12] sets up a multi
camera and scanner system to create a DSM augmented
with live video feed give operators a external perspective
of their vehicle. By mounting capture hardware statically

in this way or for example a on a high point, e.g. crane,
it is possible to get a near real-time point cloud data of a
specific area.

4.2.3 Vehicle Mounted

Mounting capture hardware on vehicles, specifically the
plant machinery that is the focus of this study is an optimal
way to capture local environment data, as is stipulated by
Singh [5]. The quality of data is also higher as the roving
nature of the vehicles gives a wider range of perspectives
from which to interpolate.

4.3 Location considerations

Accuracy and ultimate usability of models is largely de-
pendant on the synchronicity between the captured data
and its alignment with real-world 3D vector space, as
identified in [24]. The importance of accurate location
information increases as we want to superimpose plant
machinery on our DTM as well as use our DTM to inform
plant operationally. There are three primary methods of
attaining this alignment: Ground Control Points (GCPs);
Real-time Kinematic (RTK); Post-processing Kinematic
(PPK).
GCPs are the most commonly used method and they are

often used alongsidemore advanced techniques. They rely
on physically marked locations which are geo-referenced
using traditional survey equipment, these points are then
identified in post-processing to align the model. RTK
and PPK use a drone based receiver with an accurately
positioned base-station/s and enable highly accurate loca-
tion information to be recorded directly into the 3D data
by using carrier phase signals which can be thought of
as a local coordinate reference. These measurements are
either converted in real-time to real-world vector coordi-
nates with RTK or in post-processing in PPK. Kinematic
technologies require more specialist equipment and cost
more, and of the two Kinematic methods, PPK is pre-
ferred for reliability due to reduced number of persistent
reliable connections required and its compatibility with
longer flights, especially beyond visual line-of-sight.

4.4 Software

Once data has been captured, it must be processed. The
goal of this processing is to generate an accurately geo-
referenced point cloud to form the basis of a DTM. This
process varies in complexity dependant on the sensor tech-
nology used, and the specifics are outside the scope of this
work. The steps are outlined here at a high-level and for
this work are handled by Pix4D (7.2) and LGSVL (7.3).

Point Cloud Generation This first step in processing
is to create a point cloud from the captured sensor data.
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This process involves stitching together collections of pho-
tographs or distance data.

Coordinate Plane Alignment The second step is to
align the point cloud with a real-world coordinate sys-
tem. This process depends on the accuracy embedded
location data of the captured images and is largely manual
in the field, however the method in this paper will seek to
make use of an server-based processing engine to create a
robust and automated data pipeline that makes use of new
techniques such as automated GCP identification.

5 Plant Telematics and IoT
In this section we explore the second part of our method,

relating to plant telematics and IoT sensor data that can be
used to accurately model and superimpose vehicles (and
more) into an environment. We again look at context
and important aspects for informing the ultimate system
design.

5.1 Real-time Requirement

Although it is generally accepted that 30fps is the min-
imum frame-rate for which the human eye deems to be
smooth, the definition of real-time, relating to the latency
between an event taking place and being observed in a dig-
ital system is not very well defined, this is largely because
any definition negates itself as in-fact any latency makes a
system no longer technically real-time, however the com-
monality and the one that we will use for this method
relates to the perception of humans to a delay which sets
the requirement for latency from the event happening to it
being displayed to the end-user in the low tens of millisec-
onds.

5.2 Data Communications Requirement

To attain sub 30ms latency, 5G technology is proposed
in this work. Having superior performance and higher
range than WiFi technology, 5G has as low a 1ms latency
and has reached a suitable maturity to make it the obvious
choice for data transfer between site-based devices in this
system and cloud-based processing.

5.3 Location and positioning

In a similar way to the requirement for highly accurate
location information for DTM sensor platforms, any ve-
hicle wanting to interact as part of the environment must
have accurate real-time positioning data available. In prac-
tice, this means employing RTK base-stations from which
all agents interacting in the environment can operate from
the same local reference frame.

5.4 Required sensor data

The sensor data we require for accurate synchrony is
quite comprehensive and also dependant on the specific
vehicle we want to support. Additionally, the precision
of this sensor data must again be sufficient to ensure that
real-world and digital environments do not diverge. The
availability of plant-integrated sensor data is increasing
with time, although the majority of systems currently are
designed for non real-time reporting, such as idle-time
monitoring. Legacy plant can be equipped with IoT sen-
sors to allow them to participate in ROEM.

Standards There are numerous standards that outline
how telematics data should be formatted and specifically
the ones of interest as identified in ISO/TS 15143-3 [25].
Each plantmanufacturer has slightly differingmechanisms
for formatting and accessing its telematics data, despite the
existence of [25]. For each plant manufacturer supported
by the method, a unique feed of raw data must be secured
with appropriate resolution and then cleaned and standard-
ised.

6 Real-time Operating Environment Model
(ROEM)

Telematics, IoT data and DTM are combined to cre-
ate ROEM, a real-time environment containing data from
multiple sources to create an interactive digital represen-
tation of a site. Given the input data from sections 4 and
5, this section identifies the required capabilities of this
model in order that it maintains an accurate representation
of the real-world.

6.1 Terrain Deformation

In this work, terrain deformation is the process of ma-
nipulating ground mesh and point cloud data to allow us
to synchronise the built environment with ROEM by up-
dating it based on plant sensor data from section 5. This
will be achieved in real-time by mirroring the actions of
real-world plant within our model to create delta changes
from our base-model provided by DTM sensor data. To
achieve delta deformation for model synchronicity, we use
the Unity3D Vector3 API to manipulate the meshes by
transforming mesh vertices through a vector based on the
collisions of the digital representation of the plant machine
on the environment.

6.2 Agent State Representation

In order to represent agents (Vehicles, humans etc.)
correctly within ROEM, alongside telematics/IoT data, we
must also have geometrically accurate 3D representations
of the respective agent that we want to represent. This
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is to ensure that we can accurately represent the state of
an agent within the environment and ensure that machine
interaction with the terrain and environment is correctly
modelled, critical for correct terrain deformation.

6.3 Data smoothing

Despite intentions for low latency, high frequency data,
to project data into an environment that is perhaps running
in excess of 100fps, data will be smoothed using a Kalman
Filter seeWelch et al. [26] to facilitate gaps in data between
frame renders and to ensure accurate representation of
machine state.

7 System Architecture
There are two sub-systems making up the architecture

of ROEM as outlined in Figure 2. The first is the data
processing and facilitation system, transforming and per-
sisting data. The second is the 3Denvironment itselfwhich
consumes input data, enables it’s manipulation as well user
interaction andmonitoring, plus additional sub-modules to
enable use-cases defined in Section 3. Both sub-systems
will be contained within an AWS virtual private cloud
environment. This section considers each ROEM input,
process and output step at a high-level.

3D Enivronment
Unity3D

Figure 2. High-Level System Architecture

7.1 Telematics and IoT (Input)

Ingest Real-time telematics data will be ingested from
various sources using AWS Kinesis, a real-time big data
streaming platform.

Clean Data contained within Kinesis shards will be
cleaned using an AWS lambda function and formatted
to a unified format understood by ROEM before being
persisted in an S3 bucket and passed directly onto Unity.

7.2 DTM Data (Input)

Ingest RawDTM image and LiDARdatawill be directly
uploaded to an S3 Bucket, this will trigger an upload event
on SQS (Secure Queuing Service).

DTMGeneration The upload event will be detected by
an SQS consumer running within an EC2 (Cloud Compute
Resource) instance, also running Pix4D engine. The re-
spective 3D data will be processed and combined to create
a single LAS point cloud file. Any post-processing will be
carried out (Diff generation, M/L etc.) on this file before
it is persisted in an S3 bucket where it is fetched by the
ROEM environment and the point cloud and associated
ground-mesh reconstructed.

7.3 3D Environment (Processing)

The environment is the physics engine and 3D model
that combines data to enable us to create a real-time dig-
ital twin, but also allows us to feedback sense, plan and
execute information back to plant whether operating in
autonomous or manual modes.

Unity3D A versatile 3D engine is required to power
ROEM and to enable the user to view and interact with the
environment. Unity3D is a widely used cross-platform 3D
engine originally created for game-development that now
has applications across industries and is seeing growing
use in construction, most commonly for VR and XR pur-
poses. It is the flexibility of this engine, which handles the
complexities of an efficient 3D engine that allows the de-
veloper to focus on implementing differentiating features
and makes it the suitable choice for this method.

LGSVL LGSVL [27] is an open-source project devel-
oped LG Electronics America Research and Development
Lab in California. It provides a set of tools to build au-
tonomous vehicle simulations based on Unity3D as well
as containing a solution to process point clouds and create
associated groundmeshes. It also provides vehicle driving
mechanics, important for agent state representation.

7.4 Machine Control (Output)

Once an activity has been planned within ROEM, it
can be disseminated back to the plant machinery where
machine control can execute the activity.

Clean ROEMoutput datamust be cleaned and formatted
to match the receiving machine control system. An AWS
lambda function will be created for each receiving system.
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Figure 3. Earth-moving site

Egress Different providers of machine control systems
also have different methods of receiving control data.
Provider specific connectors will enable support for these
systems.

8 Case Study
The case study shown in Figure 3 is a proof of concept of

the ROEM 3D environment whereby a 1cm precision scan
of an earth-moving section of a complex real-world road-
building site has been ingested, a point-cloud generated
along with a ground mesh.

9 Conclusion and Future Work
In this paper we introduce the concept that Plant Telem-

atics and IoT can be combined with Digital Terrain Mod-
els to create a Real-time Operating Environment Model
that can be used to accelerate plant autonomy adoption by
providing a mechanism to fulfil Singh’s [4] sense, plan,
execute philosophy alongside other benefits outlined in
Section 3. We explore the relevant adjacent, enabling
technologies and associated literature, before outlining
a system architecture along-side presenting early proof
of concept implementation of the architecture using data
from a real-world construction project. Future work is
listed below and is largely relating to validation of the
concept.

• Complete the implementation of themethod outlined.

• Integrate ROEM in a live site trial.

• Utilise ROEM to manage, optimize and monitor au-
tonomous tasks.

• Gather and synthesize data from this trial and quan-
tify findings and benefits in further papers.
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